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Abstract

Theoretical results and practical experience indicate that feedforward networks can approximate a wide class of
functional relationships very well. This property is exploited in modeling chemical processes. Given finite and noisy
training data, it is important to encode the prior knowledge in neural networks to improve the fit precision and the
prediction ability of the model. In this paper, as to the three-layer feedforward networks and the monotonic
constraint, the unconstrained method, Joerding’s penalty function method, the interpolation method, and the
constrained optimization method are analyzed first. Then two novel methods, the exponential weight method and the
adaptive method, are proposed. These methods are applied in simulating the true boiling point curve of a crude oil
with the condition of increasing monotonicity. The simulation experimental results show that the network models
trained by the novel methods are good at approximating the actual process. Finally, all these methods are discussed
and compared with each other. © 2001 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Three-layer feedforward networks have been proved
to be universal function approximators (Hornik et al.,
1989; Hornik et al. 1990). The ability to approximate
arbitrarily complex functions has been exploited in
modeling chemical processes. It approximates the corre-
sponding model by using the sample data to train the
network, adjusting its interconnect weights to maximize
some goodness-of-fit criterion. It does not need to
know the detailed knowledge of the underlying process
in modeling.

However, there may be some special properties in the
actual chemical process, such as monotonicity and con-
cavity, called the prior knowledge of the model. Al-

though Gallant and White (1982) have shown that the
arbitrarily large data can make the three-layer feedfor-
ward networks approximate a given piecewise differen-
tiable function with an arbitrarily small error, the
actual training data are finite. Moreover, in many cases
the data set is small and noisy due to limitations of the
technology. The networks trained by the finite, sparse
and noisy data may be overfitting, thus hampering the
accuracy of the model and even violating the prior
knowledge, because it relies completely on the data. So
the trained model will not predict well, and its practi-
cability is affected.

To solve this problem, some researchers, such as
Joerding and Meador (1991) and Thompson and
Kramer (1994), are investigating methods to include
prior knowledge into neural networks. These methods
exploit the corresponding prior knowledge while train-
ing the networks with sample data. So the trained
networks will not violate the prior knowledge, and the
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prediction ability of the model is improved. In addition,
because of the decrease of the training space, the effi-
ciency of training may increase.

The difficulty of the methods is how to include the
prior knowledge and the sample data into the neural
networks simultaneously and effectively. Joerding and
Meador (1991) suggested two general methods, the AC
method and the WC method. Chen et al. (2000) have
introduced another two effective methods. In this pa-
per, focusing on the three-layer feedforward networks
and the prior knowledge of monotonic constraint, two
novel methods, the exponential weight (EW) method
and the adaptive (AP) method, are proposed. Then, the
two novel methods, as well as the existing ones, are
applied to the simulation of the true boiling point curve
of crude oil and compared with each other. The results
indicate that the novel methods are feasible and
effective.

2. Neural network model of the true boiling point curve
of crude oil

Crude oil is a very complicated mixture, mainly
containing different kinds of hydrocarbons, organic
sulfur, nitrogen and oxygen compounds and trace inor-
ganic compounds. Each component has a different
boiling point. Usually, we plot the true boiling point
curve of the crude oil by taking the mass percentage p
of the distilled component as the x-axis, and the dis-
tilled temperature t as the y-axis. The curve can reflect
the composition of the distilled crude oil. Therefore, to
build a model that takes p as the independent variable
and t as the dependent variable is an important prob-
lem in the petrochemical industry (Hu and Tang, 1987).

Usually, we can build nonparametric models, such as
splines and neural networks, on the sample data. More-
over, we also know that t is monotonically increasing in
p over its domain, which is the prior knowledge of the
model. Hu (1983) used the spline function to approxi-
mate the true boiling point curve. The method is com-
paratively accurate, but complicated in computation,
and it cannot guarantee monotonicity in the domain. In
this paper, we will use neural networks to simulate the
true boiling point curve of crude oil and develop new
methods to introduce prior knowledge of the
monotonicity constraint into the network.

2.1. The structure of the feedforward network

The three-layer feedforward network net used in this
paper is illustrated in Fig. 1. The first layer is the input
layer, which accepts an m-dimension input vector x.
The second layer has n hidden nodes, which use the
following tansig function f(x) to process the weighted
input:

f(x)=
2

1+e−2x−1 (1)

The third layer is the output layer, which has q nodes
and uses identical function as the process function. The
output vector is a q-dimension vector ŷ, which is the
prediction of the target output y. W [2] and W [3] are the
weight matrices between layers one and two, and two
and three, respectively, including the biases. wij

[2], the
element of W [2], denotes the interconnect weight be-
tween the jth node in layer 1 and the ith node in layer
2. wki

[3], the element of W [3], denotes the interconnect
weight between the ith node in layer 2 and the kth node
in layer 3. bi

[2] denotes the bias to the ith node in layer
2. bj

[3] denotes the bias to the jth node in layer 3. The
function expressed by the network net is:

ŷ(x)=W [3]f(W [2]x) (2)

For the sake of brevity, some of the formulas in the
following text will replace W [2] and W [3] with W.

As to modeling the true boiling point curve of a
crude oil, we use a full-connection network in which the
number of the input nodes, the hidden nodes and the
output nodes of the network are m=1, n=7 and q=1,
respectively. In addition, each hidden and output node
has an input bias. Therefore, the number of connection
weights between layers 1 and 2, and 2 and 3 are both
seven. Including the input bias for the nodes, the total
number of weights in the network is 1×7+7×1+
7+1=22. In the above-mentioned case, the input and
output vectors x and y are all one-dimensional, so we
will use scalars x and y to denote them in the following
text.Fig. 1. Three-layer feedforward network.
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Table 1
Data for the true boiling point of a crude oil

p (%)No. t (°C)

1 750
2 1.53 90.32
3 1072.34

1293.464
1435 4.40
1655.366

6.797 191
2108.218

9.769 230
10 11.24 246

26012.7811
28012 15.03
29517.1913

19.5914 312
32121.0915

23.5816 339
24.7517 350

36526.3418
28.0519 380

40320 30.71
43934.1821

35.5722 467
23 40.95 480

48144.5024
47.8925 482
50.2126 490

50051.7327
28 51054.42

51257.3229
59.7730 513

2.3. Training algorithm and the network parameters

All the training methods in this paper are based on
the Levenberg–Marquardt (LM) algorithm (Bazaraa
and Shetty, 1979). We assume the absolute error is
e=yk− ŷ(xk) at the training datum (xk, yk). When the
performance function is the summed square error
SSE=�i(yi− ŷ(xi))

2, in which the vector xi should be
replaced with a scalar xi.

�W= −e ·(JTJ+�I)−1JT (3)

where J is the Jacobian matrix, which contains the first
derivations of the network errors with respect to the
weights and biases; � is a modulatory parameter. When
� is zero, it is just Newton’s method, using the approx-
imate Hessian matrix. When � is very large, it becomes
a gradient descent with a small step size. Newton’s
method is faster and more accurate near an error
minimum, so the aim is to shift towards Newton’s
method as quickly as possible. Thus, � is decreased
after each successful step (reduction in performance
function) and is increased only when a tentative step
would increase the performance function. In this way,
the performance function will never be increased at
each iteration step of the algorithm.

The training parameters for the LM algorithm are:
the performance function PE, the lower limit of the
performance function goal, the lower limit of the gradi-
ent grad, and the maximum number of iterations
epochs. The training will stop if the number of itera-
tions exceeds epochs, if the performance function drops
below goal, or if the magnitude of the gradient is less
than grad. As for the problem of the true boiling point
curve of a crude oil, all the methods introduced in the
following text will take the follow training parameters if
there are no special explanation: PE=SSE=�l(yl−
ŷ(xl))

2, goal=1×10−4, grad=1×10−10, and
epochs=100 000.

2.4. Performance criteria of the simulation

We will inspect the performance of the simulation
network trained by different methods using the follow-
ing three factors: the approximation accuracy, the pre-
diction ability to the testing data, and the conformance
of the prior knowledge.

For each training method, we use the cross-valida-
tion (Martens and Dardenne, 1998; Martens and Naes,
1989) to inspect the approximation accuracy and pre-
diction ability of a network. That is, we take out a
datum from the sample data as temporary ‘testing data’
in turn, and use the remaining data to model a network
and predict on the testing data. Thus, by modeling time
after time, we can inspect and compare the perfor-
mance of the different methods equally. As for the
problem of a true boiling point curve of crude oil,

2.2. Sample data of a kind of crude oil

Distillation data for a typical crude oil are listed in
Table 1. They will be used as the sample data in the
simulation. Here, the mass percentage p corresponds to
x, and the distillation temperature t corresponds to y.
The size of the sample set is 30. In addition, t is
normalized to

t−min{t}
2(max{t}−min{t})

before further processing in order to speed up the
training process.

From Table 1 we can see the sample data t is
monotonically increasing versus p. So the training data
have already satisfied the prior knowledge. Our goal is
to prevent the network model relying on the training
data from violating the prior knowledge.
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because of the possibility of the non-monotonicity be-
tween the sample datum 22 and 23, we will not extract
them as the testing data. Thus the size of the training
set for each model in cross validation is 29 and the total
number of models is 28. The mean square error (MSE)

of the training data for one model in cross validation is:

MSE=
1
l
�
i

(yi− ŷ(xi))
2 (4)

where l is the total number of the training data. The
approximation accuracy for each training method is the
mean of the MSEs (denoted by MSE) of the different
models in cross validation trained by that method.

The relative prediction error on the testing data for
one model in cross validation is:

re=
y− ŷ(x)

y
(5)

The prediction ability for each training method can be
measured by the mean of the �re� values (denoted by �re�)
and the standard deviation of the re values (denoted by
�r e

) of the different models in cross validation trained
by that method.

As for the conformance of the prior knowledge, in
this paper, we need to analyze the non-monotonic
interval of the network function ŷ versus x. To do this,
we calculate the points where ŷ �(x)=0 by a numerical
method, and eliminate the inflexions to determine the
non-monotonic interval. Because the non-monotonic
interval cannot be averaged among different models, we
total the times when the model has a non-monotonic
interval in cross validation for each training method.
Moreover, we plot the curve and calculate the non-
monotonic interval for one model selected at random
(we just select the first model) in the cross validation as
the delegate.

3. Some existing feedforward network modeling
methods

3.1. Unconstrained feedforward network modeling

The unconstrained (NC) method only uses sample
data to train the network without thinking over the
prior knowledge. In the NC method, the LM algorithm
(Hagan and Menhaj, 1994) is used to train the network
and approximate the true boiling point of a crude oil.

The ŷ(x)−x curve of the first model in cross valida-
tion is illustrated in Fig. 2(a). As a comparison, we also
add the cubic spline interpolation curve. The detailed
performance of the method is listed in Table 2. We can
see that the model is accurate in approximation; how-
ever, there is a monotonically decreasing interval
[37.8%, 41.7%] in the first model of cross validation,
whereas other parts of the curve increase
monotonically.

To inspect the monotonically decreasing interval
more clearly, we list the values of ŷ(x) versus x in Table
3 by sample on probable non-monotonic interval
[37.00%, 42.00%] with sample interval 0.5% (we also

Fig. 2. Comparison between the different methods in modeling
the true boiling point curve of crude oil.
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Table 2
Performance of the different methods in modeling the true boiling point of a crude oil

Number ofMean ofMethod Mean of relative Non-monotonicStandard deviation of
approximation non-monotonic interval of the firstprediction error �re� relative prediction

models/Total modelserror �r e
accuracy (MSE) model in cross

in cross validation validation

NC 0.05452.9431×10−6 0.0939 27/28 [37.80%, 41.70%]
0.2341 0.68611.3046×10−4 10/28J.PF None

2.2268×10−6IP 0.0401 0.1046 1/28 None
7.8737×10−6CO 0.0318 0.0585 0/28 None

0.0531 0.10061.2115×10−4 0/28EW None
6.5829×10−5AP 0.3404 1.2838 9/28 None

sample the points on which the first derivation of
ŷ(x)=0) for the first model in cross validation. From
Table 3, as for the NC method, we can see that the
sampled ŷ(x) values increase at first, reach a maximum
at 37.80% (the point on which ŷ �(x)=0), then decrease
and reach a minimum at 41.70% (the point on which
ŷ �(x)=0), and then increase again. So obviously ŷ(x) is
not monotonic in interval [37.00%, 42.00%] with respect
to x.

3.2. Joerding’s penalty function (J.PF) method

To incorporate prior knowledge information into
feedforward networks, Joerding and Meador (1991)
presented an architecture constraint (AC) method and a
weight constraint (WC) method. The AC method se-
lects the architecture of the network (including the
network structure, the fashion of the computation, etc.)
that satisfies the prior knowledge. So every point in the
weight space associated with the constrained architec-
ture will produce a network that satisfies the desired
condition. While the WC method modified the training
algorithms in such a way that the training trajectory in
weight space converges to a point in a weight subspace
that satisfies the prior knowledge. On the basis of the
latter, Joerding and Meador (1991) proposed the
penalty function method (J.PF), in which a sufficient
(but not necessary) condition for the monotonic in-
crease of Eq. (2) is deduced for the feedforward net-
work introduced in Section 2.1:

wj 1
[2]·w1j

[3]�0, j=1, 2, …, n (6)

The J.PF method uses the function:

PE(W)=SSE(W)+L(W) (7)

as the performance function of the network, where
L(W) is a penalty function, which is zero when
wj 1

[2]·w1j
[3]�0 and positive when wj 1

[2]·w1j
[3]�0. L(W) has a

modulatory parameter � that can control the approxi-
mation accuracy and conformance of the prior
knowledge.

As for the problem of simulating the true boiling
point curve of crude oil, � is set to a value of−1, the
lower limit of the performance function is goal=1×
10−4 (note: here the performance function is
SSE(W)+L(W), not SSE(W)), and all other parame-
ters are same as those in Section 2.3. The training result
is illustrated in Fig. 2(a). From Table 2 we can see that
even though the J.PF method eliminates the non-
monotonic interval, its approximation accuracy and
prediction ability are not very good.

3.3. Interpolation (IP) method

The main idea of the IP method is: add some interpo-
lation points data that satisfy the prior knowledge to
the original training data, then use the compound data
to train the network, and eliminate the added points in

Table 3
Sample on the probable non-monotonic interval
[37.00%, 42.00%] of the true boiling point of a crude oil (using
the first model in the cross validation)

No. p (%) t� (°C)

NC EW AP

473.1837.00 441.481 484.38
37.50 485.912 443.98 474.77

3a 37.80 485.91 445.46 475.48
485.64 446.444 475.8738.00

38.50 484.415 448.86 476.63
6 39.00 482.95 451.24 477.13
7 39.50 481.68 453.58 477.46

40.00 480.778 455.88 477.67
480.219 477.80458.1440.50

10 479.9241.00 460.37 477.86
11 41.50 479.82 462.55 477.88

41.70 479.8212a 463.42 477.89
42.00 479.84 464.7013 477.89

a The points on which the first derivation of the function is
zero.
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the training process step by step. This method takes
advantage of the interpolation points to embody the
given prior knowledge. Usually, the interpolation
points are acquired using the first-principles model and
they are equally spaced with respect to the original
data, so that the insertion and deletion of the interpola-
tion points will not affect the neural network model too
much.

As for the problem of simulating the true boiling
point curve of crude oil, we use linear interpolation to
calculate the interpolation points so that the added
points are also monotonically increasing with respect to
the original data. The training result is illustrated in
Fig. 2(b) and Table 2. From Table 2 we can see that the
approximation accuracy and the prediction ability of
the IP method are good. It also eliminates the non-
monotonic interval.

3.4. Constrained optimization (CO) method

The main idea of the CO method is: take the network
training process as solving the following nonlinear opti-
mization problem (Bazaraa and Shetty, 1979):

min SSE(W)

s.t.
dŷ(x)

dx
�0, �x� [0, 1] (8)

where the infinite inequality constraint dŷ(x)/dx�0
represents the monotonic prior knowledge, and [0, 1] is
the domain of the input x. In the CO method, the
initial weights are obtained by first training the network
by the NC method. The training result is illustrated in
Fig. 2(b) and Table 2. From Table 2 we can see that the
approximation accuracy and the prediction ability of
the CO method are comparatively good.

In the Sections 4 and 5, we will propose two new
methods of including the monotonic constraint into
feedforward networks and compare them with the exist-
ing methods presented in this section.

4. Exponential weight (EW) method

The necessary and sufficient condition for ŷ(x) to be
monotonically increasing is:

ŷ �(x)=�
i

w1i
[3]f �(wi1

[2]x+bi
[2])wi1

[2]�0 (9)

f �(x)= (4e−2x)/(1+e−2x)2 is identically positive in its
domain, so if we let:

wi1
[2]�0 and w1i

[3]�0 i=1, 2, …, m (10)

the condition in Eq. (9) will be satisfied.
The condition in Eq. (10) is a sufficient (but not

necessary) condition. The network that satisfies Eq. (10)

will be monotonically increasing in its domain. On the
basis of the condition in Eq. (10), the EW method
replaces the original wi1

[2] and w1i
[3] in the network with

ewi 1
[2]

and ew1i
[3]

to perform all the weight adjustment and
network computation (the biases are computed on its
original fashion). This kind of network is called an
exponential weight network. For the sake of brevity, we
will use the concept of an exponential matrix in the
following text, i.e. eW denotes a matrix the elements of
which are the exponential of the elements of W. Thus,
the function expressed by the exponential network with
the same structure as Fig. 1 is:

ỹ=ew[3]
f(ew[2]

x) (11)

where ew[3]
and ew[2]

are both exponential matrices.
Exponential weight networks have the following

characteristics:
� exponential function g(x)=ex�0 for �x�R, so net-

work will always satisfy the condition in Eq. (10),
and the monotonic increasing constraint is satisfied;

� the range of the function g(x)=ex is (0, +�), so it
will not introduce any other constraints or prior
knowledge other than the condition in Eq. (10).
Exponential weight networks can also be trained by

the LM algorithm, but usually the training speed is very
slow. In this paper, we will use the LM algorithm to do
the work, and the computation of the Jacobian matrix
can be performed using the general BP algorithm, i.e.:

�E
�W [2]= (ew[2] x)T( f �(ew[2] x)�(ew[3]

)T) (12)

�E
�W [3]=ew[3]

f(ew[2] x) (13)

J=
� �E

�W [2]

�E
�W [3]

n
(14)

where � is the Hadamard product. By substituting Eq.
(14) into Eq. (3), we can calculate �W.

The training results in simulating the true boiling
curve by the EW method are shown in Fig. 2(c), Tables
2 and 3. There are no non-monotonic intervals in its
domain, and the approximation accuracy and the pre-
diction ability of it are better than the NC one.

5. The AP method

The AP method is a class of methods that has been
widely used in the field of science and engineering.
From the viewpoint of system theory (Li et al., 1991),
the system using the AP method is stable in its initial
status. When the system enters an unstable status be-
cause of a change in the environment or its self-evolve-
ment, the AP method will adjust the system parameters
to induce it to the original stable status or enter into a
new stable status. The adjustment ability of the AP
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Fig. 3. Comparison between the new introduced methods in
modeling the effect pressure on entropy of crude oil.

1. initialize the weights of the network, so that it will
satisfy the sufficient condition in Eq. (6) for the
monotonicity of the network:
1.1. initialize the weights of the network with non-

zero random numbers;
1.2. if wj 1

[2]·w1j
[3]�0, j=1,2,…,n, −w1j

[3]�w1j
[3]; oth-

erwise, keep the weight;
2. calculate the �W by Eq. (3) and do a tentative

adjustment on the weights;
3. solve the equation ŷ �(x)=0 using a numerical

method; if there exists a solution x0 that satisfies
ŷ�(x0)�0, or the performance function is increased,
the weights will be reset to the original value and the
training strategy is adjusted by increasing � in Eq.
(3); contrarily, the adjustment on the weights is kept
and � is decreased;

4. if the performance function is smaller than the given
goal, or the training time is longer than a predefined
value, the iteration is stopped; otherwise, go to step
2.

The training result of the network using the AP method
is illustrated in Fig. 2(c), and Tables 2 and 3. Although
it eliminates the non-monotonic interval, the approxi-
mation accuracy and the prediction ability of it are not
very good. The reason is analyzed in Section 7.

6. Modeling the curve of effect of pressure on entropy

Other than the true boiling point curve, we also
verify the methods by modeling the curve of effect of
pressure on entropy. The sample data (American
Petroleum Institute, 1970) for the effect of pressure Pr

on entropy S (reduced temperature Tr=1.00) of a kind
of crude oil are listed in Table 4. From the curve in
Figure 7H1.5 from American Petroleum Institute
(1970), we can see that the effect of pressure on entropy
is monotonically increasing over its domain, which is
the prior knowledge of the model. Simulation models of
neural networks can replace the curve. However, the
model trained by the NC method will be non-
monotonic at some intervals. All other methods can
overcome the problem. The performance data of the
different methods are listed in Table 5. In the simula-
tion, Pr and S are normalized to Pr/10 and

S−min{S}
2(max{S}−min{S})

before further processing. The sample data 17, 18 and
19 are not extracted as the testing data in cross valida-
tion because of the possibility of the non-monotonicity
among them. The structure of the neural network is the
same as that modeling the true boiling point of the
crude oil. The training parameters are: PE=SSE=
�l(yl− ŷ(xl))

2, goal=1×10−3, grad=1×10−10 and
epochs=100 000. The simulation curves are plotted in
Fig. 4.

method is also called negative feedback. The adjust-
ment process is illustrated in Fig. 3.

The AP method can be applied to the prior-knowl-
edge-based neural network modeling. Here the neural
network is considered as a self-organizing system.
When the network satisfies the prior knowledge, we say
it is in a stable status; contrarily, we say it is unstable.
The training process of the network can be taken as the
evolvement of the system (i.e. the evolvement in the
positive direction), while the training target is the evolu-
tional target. Thus, the detailed procedure to train the
network with a given prior knowledge is performed as
follows:
1. set the initial weight of the network so that it will

satisfy the given prior knowledge, i.e. the initial
status of the system is stable;

2. train the network by adjusting the weights of the
network using some algorithms, i.e. the evolvement
of the system;

3. when the network does not satisfy the prior knowl-
edge, i.e. the system is unstable, use some methods
to adjust the network or to modify the training
strategy so that the system can eliminate the un-
stable factor and return to the original stable status
or enter into a new stable status;

4. if the training goal has been obtained or the training
time is longer than a predefined limit, the training
process will be stopped; otherwise, go to step 2 and
continue training.

Using the above evolvement process, the network
will converge to the goal and satisfy the prior knowl-
edge at the same time.

In order to approximate the true boiling point curve,
we use the AP method based on the LM algorithm in
this paper. The procedure performed is as follows:
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Table 4
Data for the effect pressure on entropy for a crude oila

No. SPr

1 0.2 0
0.230.252
0.293 0.3
0.330.354

5 0.40 0.40
0.460.456
0.517 0.50
0.600.558
0.649 0.60
0.710.6510
0.7911 0.70
0.840.7512

13 0.80 0.93
1.100.8514
1.3215 0.90
1.710.9516
2.5517 1.00
3.221.5018
3.3019 2.00
3.372.5020
3.4521 3.00
3.513.5022
3.5523 4.00
3.604.5024
3.6125 5.00
3.635.5026
3.6627 6.00
3.676.5028

29 7.00 3.68
3.697.5030

8.0031 3.70
3.7032 8.50
3.709.0033

a Reduced temperature Tr=1.00.

Fig. 4. Adaptation of the system in evolvement.

7. Analysis and conclusion

7.1. Classification of the methods

The AC and WC methods presented by Joerding
conform to the prior knowledge only from the view-
point of the network itself. However, we can also
obtain the same goal by adding some interpolation
points to the training set. The methods that encode the
prior knowledge in the network by preprocessing the
sample data are called data constraint (DC) methods in
this paper. The AC, WC and DC methods have ex-
hausted all possibilities for constraining feedforward
networks.

According to the relationship between the algorithm
and the network, the algorithms can also be divided
into two classes: internal and external methods. The
internal method restricts the architecture and parame-
ters of the network so that it will satisfy the given prior
knowledge, whereas the external method encodes the
prior knowledge to the network using indirect ways.
The applicability of the external method is wider and its
operations are relatively easier; however, sometimes it
cannot ensure that the network will conform to the
given prior knowledge accurately. However, though the
internal method usually requires some skillful design in
application, and its applicability is relatively narrower,
it usually can embody the prior knowledge very well.
According to this classification, the AC methods belong
to the internal method, and the DC methods belong to
the external method.

Table 5
Performance of the different methods in modeling the effect of pressure on entropy for a crude oil

Method Number of Non-monotonicStandard deviation ofMean of relativeMean of
non-monotonic interval of the firstprediction error �re� relative predictionapproximation

error �r e
models/Total models model in crossaccuracy (MSE)
in cross validation validation

1.06222.9577×10−5 0.3042 20/30 [1.20, 1.72]NC
0.12985.4455×10−4 0.3409 14/30 NoneJ.PF

[1.08, 1.18]10/300.1907IP 0.06672.6481×10−5

CO 0.1047 0.3372 0/30 None1.2378×10−4

3.0292×10−5 NoneEW 0/300.18610.0738
None10/300.08050.04582.0061×10−4AP
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7.2. Discussion of the EW method

The approximation accuracy and the prediction abil-
ity (which is more important than the approximation
accuracy) of the EW method presented in this paper are
better than the J.PF method and the NC method. A
decrease of the mean relative error means an increase of
the prediction accuracy, whereas a decrease of the
variance means an increase of the prediction stability.
So the model approximates the actual object better by
including the prior knowledge.

The EW method is a kind of AC method that
encodes the prior knowledge into the network by de-
signing the fashion of computation.

In the EW method, exponential function ex will
increase fast with increase in x. Therefore, if the initial
weight is too large, the value of ex will increase to
numerical positive infinity so that the computation
cannot continue. To avoid this problem, the exponen-
tial function can be replaced with the following two
functions:

g1(w)=
�ew w�0

w+1 w�0
, g2(w)=

�
�
�
�
�

1
1+e−2w w�0

1
2w+1

2 w�0

Functions g1(w) and g2(w) are first-order differentiable
in their domains, and increase at polynomial speed
when w�0. Therefore, there are no special require-
ments (initial weight restriction) for the weight matrix
when applying these functions. The disadvantage is that
they use piecewise functions and the computation is
complex.

The main disadvantage of the EW method is that the
training speed is very slow and sometimes it is too slow
to converge, since the convergence surface of the expo-
nential weight network is more complex than the nor-
mal ones.

7.3. Discussion of the AP method

The AP method is a kind of WC method, because in
the evolvement it restricts the weights of the network in
the dynamic training process. Moreover, it can be
considered as being a kind of external abductive
method when using an external force (such as a decre-
ment of � in the LM algorithm) to induce the network
system to the stable status, or as a kind of internal
method if using the internal mechanism (such as modi-
fying the weights and biases).

The disadvantage of the AP method is that, gener-
ally, it is difficult to find an appropriate method to
adjust the parameters of the network or the training
algorithm so that the system can turn from an unstable
status to a stable one. A commonly used method is to
decrease the training step in order to slow down the

evolvement of the system; however, this may also pre-
vent the system from evolving to the given goal. In
addition, the initial status of the system is also impor-
tant to the posterior evolvement. A mis-selected initial
status may induce the system to a local minimum. That
is the reason why the approximation accuracy and the
prediction ability of the AP method are usually not
very good.

7.4. Comparison between the different methods

In simulating of the true boiling point of a crude oil
the size of the data set is 30, which is small relative to
the number of network parameters. So, although the
approximation accuracy and the prediction ability of
the NC method are good, it violates the prior knowl-
edge on interval [37.80%, 41.70%], like the cubic spline
interpolation method, and it may overfit the training
data. On the contrary, the J.PF, IP, CO, EW and AP
methods introduce monotonicity to the model success-
fully and solve the problem of encoding the prior
knowledge into the neural networks effectively. They
prevent the trained model from violating the prior
knowledge. In addition, they take advantage of the
prior knowledge as a supplement to the lack of sample
data to prevent overfitting. They also use the prior
knowledge to decrease the free degree of the network
parameters so that it does not have enough power to
overfit the data. Therefore, the prior-knowledge-based
training methods can also be considered as approaches
to solving the overfitting problems in a sense.

The approximation accuracy and the prediction abil-
ity of the J.PF method are not satisfactory. In the
network training process, although the non-monotonic
interval can be decreased or eliminated by adding a
penalty function to the performance function, the fit
accuracy to the sample data will also be affected.
Therefore, it is important to select a good penalty or an
appropriate value of � in order to find a tradeoff
between the approximation accuracy and the constraint
of the prior knowledge. Sometimes this may be very
difficult.

The IP method uses interpolation points to constrain
the connection weights in the networks. So it is a kind
of DC method. The approximation accuracy and the
prediction ability of the IP method in simulating the
true boiling point curve of crude oil are better than all
the other methods. The reason is that the interpolation
points generated by linear interpolation are fairly close
to the original model. So the interpolation is similar to
providing more sample to the model and leads to a
more accurate approximation.

The CO method uses a constrained optimization
algorithm to constrain the connection weights in the
network. So it is a kind of WC method. Usually, the
weight space is too large and complex for the optimiza-
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Fig. 5. The relationship between the prior-knowledge-based
methods.
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tion algorithm to do a thorough search. Therefore, it is
important to select a good initial value. A simple and
effective initializing method is first to train the network
using the NC method. The subsequent optimization is
based on the NC weights and only requires some small
adjustments. So the approximation accuracy and the
prediction ability of the CO method are usually good.

The relationship between the J.PF, IP, CO, EW and
AP methods is illustrated in Fig. 5. Usually, the DC
method can be combined with the WC method to
obtain better performances. We will discuss such hybrid
models in other papers.
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